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Abstract

Point-to-point transmissions represent a fundamental primitive in any communication network. Despite many pro-
posals have appeared in the literature, providing an efficient implementation of such an abstraction in Mobile Ad Hoc
Networks (MANETs) still remains an open issue.

This paper proposes a probabilistic protocol for unicast packet delivery in a MANET. Unlike the classical routing
protocols, in our proposal packet forwarding is not driven by a previously computed path. Rather, the nodes of the
network exploit a set of routing meta-information (called hints) to discover a path to the destination on-the-fly. This
assure robustness against topological changes, while requiring a very low overhead.

A node gathers hints from the nodes located within a small number of hops (called the protocol�s lookahead) from
itself. As showed through simulations, very good performance can be obtained with small lookahead. The main statis-
tical properties of hints have been investigated through an analytical model, which is also reported in the paper.
� 2005 Elsevier B.V. All rights reserved.
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1. Introduction

Mobile Ad hoc networks (MANETs) are emerg-
ing as an important class of ad hoc networks with
many applications in the real life [7]. In a MANET
two nodes can communicate directly only when
they lie within one another�s transmission range.
This is quite an unlikely condition since the net-
work�s diameter is usually much bigger than such
a range, hence unicast packet transmission is
ed.
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multi-hop in nature. Multi-hop communications
are challenging in time-varying topologies. Despite
many proposals appeared in the literature, finding
an efficient solution to such a problem still remains
an open issue.

The usual approach to implement unicast can
be classified as deterministic and structure-based.
The goal of a protocol of this kind, namely a rout-
ing protocol, is to maintain some logical structure
on top of the physical network, which nodes ex-
ploit for taking their packet forwarding decisions.
For example, in the class of proactive routing pro-
tocols such a structure is a set of N trees, each
rooted at one of the N nodes forming the MAN-
ET, which are stored in a distributed fashion into
the nodes� routing table. The next-hop node is ob-
tained by a simple table�s lookup and thus packet
latency is minimized. However, maintaining the
routing information can become not efficient
under frequent topological changes. Representative
proactive protocols are: Destination-Sequenced
Distance Vector (DSDV) [5], Optimization Link
State Routing (OLSR) [12] and Topology Based
on Reverse Path Forwarding (TBRPF) [3].

In reactive protocols a logical path from a
source node to the destination is discovered on-
demand and maintained afterwards. The main
drawback of such a solution is that the delay re-
quired to discover or repair a path can be per-
ceived at the application level; moreover an
interference with the congestion control mecha-
nism can arise (for example, a route break detec-
tion normally takes several seconds [17]).
Examples of protocols of this family are: Dynamic
Source Route (DSR) [13] and Ad hoc On Demand
Distance Vector (AODV) [6].

A vast number of routing protocols are pro-
posed in the literature along these lines, with
several variants, e.g., hybrid protocols [10]. The
interested reader can refer to [1] for a survey on
routing protocols.

Probabilistic algorithms provide an interesting
alternative to realize unicast packet delivery in
dynamic networks, due to their resilience to topo-
logical changes, as well as the low-overhead, scala-
bility and locality properties they enjoy. In the
context of MANET, probabilistic protocols
have already been applied to improve the route
discovery process [9], as well as an alternative to
implement network wide broadcast [15]. However,
at the best of our knowledge, only few papers have
explored the more important option of embedding
the probabilistic logic in the forwarding process it-
self. The solutions appeared in the literature aim at
defining a biased random walk. For example, in
[14] the behavior of a community of ants is mimed.
Tuning the parameters of the protocol is, however,
not trivial in this technique. Moreover, before data
packet can be sent, a path still needs to be discov-
ered through natural random walkers.

In this paper we introduce a framework for
probabilistic forwarding in mobile environments,
which exploits meta-information (in the form of
hints) to direct a packet towards the general direc-
tion of the destination. Some preliminary idea of
the protocol can be found in [2]. A hint hid com-
puted by a node i w.r.t. a destination node d, is a
positive value which indicates the chance of i being
in the neighborhood of d. The lower the hint the
higher such a probability, with the singular case
of hid = 0 when i and d are 1-hop neighbors i.e.,
they lie within one another�s transmission range.
Each node i periodically receives the hints for d

from the nodes located at distance at most of L

hops from itself (the value L is called the Look-

ahead of the protocol).
Packets are forwarded as follows. On receiving

a packet destined to d, a node i forwards it to
the neighbor from which the best (lowest) hint
has been received, and such it did not see the pack-
et before. If no nodes can be selected the packet is
discarded. This procedure is repeated at each for-
warding step. This algorithm is clearly resilient to
topological changes. If the selected next-hop node
cannot be reached, another one can promptly be
used. Moreover, we argue that a small lookahead
can be sufficient for a node to gather correct hints;
thus, a small amount of control overhead is
required. There is no guarantee that the next-hop
node lies on a path towards the destination and
this qualifies the protocol as a probabilistic one.

The hint of i w.r.t. d is defined as hid ¼ DT id
sid

,
where DTid is the time elapsed since d has most re-
cently moved out of the i�s transmission range, and
sid is the duration of the last wireless link estab-
lished between i and d, hereafter also called the



Fig. 1. Meaning of time information.
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contact time between i and d (see Fig. 1). The con-
tact time provides a way to gain a first order esti-
mation of the relative speed between i and d, in the
following sense: if we assume that the trajectory of
d with respect to i does not change during the con-
tact of i with d and that the probability that i

comes in contact with d starting from a given point
is independent from the speed, then the higher the
relative speed the lower the expected value of sid;
hence, the expected value of the hint increases with
the speed. Note that the chances of an invariant
trajectory increase when the relative speed is high.

As a consequence, we can assume the expected
value of a hint to be proportional to the Euclidian
distance between i and d. Some more insight into
such a relationship has been learned through an
analytical model and empirically exploiting the
random waypoint mobility model [13]. Clearly,
for sufficient dense networks a hint also provides
a way to estimate the distance in number of hops
between i and d.

The performance of the proposed protocol has
been studied through simulations and compared
against AODV. The results show that a high deliv-
ery probability associated to a low average delay
can be obtained at the cost of a modest overhead.
Moreover, a remarkably reduction in the variance
of the delivery delay w.r.t. AODV was also
observed in the simulation results.

The paper is organized as follows: the next sec-
tion summarizes the main works related to our ap-
proach; Section 3 provides model and assumptions;
Section 4 describes the hint based protocol; in
Section 5 an analytical model for studying the
hint–distance correlation is presented. Simulation
results are provided in Section 6 and a conclusion
in Section 7.
2. Related work

FRESH, see [8], is a path search algorithm
which exploits the time elapsed since the last
encounter of nodes with the destination in order
to reduce the cost of a path discovery. By defini-
tion an encounter between two nodes happens
when these nodes are neighbors. To discover a
path, a node searches for any intermediate node
that encountered the destination more recently
than itself. The intermediate node then searches
for another node that encountered the destination
yet more recently and so on, until the destination is
reached. In this way, a flood-based search is
steered in the general direction of the destination.
In our proposal the encounter age is used as the
numerator for computing a hint. The fundamental
difference with FRESH is that our goal is to elim-
inate the need of any network-wide operation. On
the contrary, FRESH requires a reactive routing
protocol to deliver a packet.

The estimation of the meeting likelihood be-
tween nodes is the key ingredient adopted in [11].
In essence, a node forwards a packet when a neigh-
boring node provides a higher meeting likelihood
than itself. The similarity with our scheme is that
in both cases a packet is routed towards the desti-
nation exploiting the chances that a node is better
than the one currently holding the packet: in the
former better means closer, while in the latter it
means meeting the destination within a shorter
time. The main difference with our approach is
that the protocol in [11] is designed for networks
subject to partitions; in fact, it follows a store-
carry-forward paradigm.

Termite is a biologically inspired probabilistic
routing protocol which exploits the principle of
swarm intelligence to define rules for each packet
to follow [14]. As a packet is dispatched from the
source to the destination, it follows the pheromone
for its destination through the network while leav-
ing pheromone for its source. Upon arriving to a
node, say i, a packet with destination d is routed
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randomly to one of the i�s neighbor, say j, based on
the amount of pheromone associated to d which is
presents on the link connecting i to j. The value of
pheromone of a link decays with time, while it is
increased when packets travel along the link.
Essentially, in this way a packet follows a biased
random walk on the topology graph. Tuning the
protocol�s parameters, e.g., the decay rate as well
as the number of route request packets required
before sending data packets, is not a trivial task.

The Zone Routing Protocol (ZRP) is a hybrid
proactive/reactive protocol [10] based on the no-
tion of a zone. A zone of radius k is defined for
each node i as the set of nodes at distance at most
k hops from i. Paths to nodes inside a zone are
maintained in a proactive way, while nodes outside
the zone are reached by discovery a path on-
demand. The only analogy with our approach is
that in both cases the partial view of a node goes
beyond the 1-hop neighbors.

Finally, our approach is somehow related to the
ABR routing protocol [16]. The distinctive feature
of ABR is the use of ‘‘associativity’’ as a primary
metric in order to select more stable and thus
long-lived routes. In ABR, each node generates a
periodic beacon and counts the beacons received
from its neighbors to update their associativity
ticks, which are reset if not received for a suitable
period of time. The protocol assumes that a high
value of the associativity of a node i w.r.t. a node
j indicates that the two nodes are likely to remain
close to each other, since it was able to receive
many consecutive beacons; thus, the wireless
link between i and j is classified as long-lived. In
our approach, a similar technique based on bea-
cons is used to estimate the contact time, namely
sij.
3. Model and assumptions

We consider a system composed of N mobile
devices, hereafter also called nodes, each uniquely
identified. We say that two nodes are direct neigh-
bors, or simply neighbors, if they lie within one an-
other�s transmission range. We assume that a
node, on the average, has eN neighbors. We call
the Lookahead Zone of node i with parameter L,
ZL(i), the set of nodes at distance less than or
equal to L hops from i.

Two neighbor nodes can communicate accord-
ing to the following primitives. A node i can issue:
(i) send(pkt, j) to send the packet pkt to j and
knowing the result of the transmission; (ii)
bcast(pkt) to unreliably send the packet pkt

to the nodes within the transmission range. In
this case, the result of the transmission is un-
known.

Each node maintains a local clock, not synchro-
nized with the others. The value of the local clock
is accessible through the clock( ) primitive.

The transmission range is independent from the
node and is a circle with radius R, centered at the
sending node. A node can immediately detect
when any other is moving in or out of its range.
When the distance between two nodes, say i and
j, is decreasing (increasing) and it reaches R at time
t, we say that i and j come in contact (loose their
contact) at time t. From the time when they came
in contact until they lost the contact we call them
neighbors. This time interval is called the contact
time or, equivalently, the duration of the link
between i and j, denoted sij.
4. The hint-based protocol

4.1. Algorithm description

Let us first describe the algorithm in general
terms. Each node i is in charge of computing the
hint hid for any possible destination node d. The
hint hid(t) computed at time t is zero if at this time
i and d are neighbors, while it is 1 if they never
came in contact before t. If, however, they were
1-hop neighbors in the past and their last contact
was lost at time t*, then the hint is hidðtÞ ¼ t�t�

sid
.

Hints are disseminated within at most L hops from
the estimating node.

When a node n needs to forward a packet des-
tined to d, it sends the packet to the neighbor n*

which provides the best hint among the neighbors
that never forwarded the same packet before. Note
that a hint can be generated by a node behind n*. If
no such nodes can be found, then the packet is
discarded.



Fig. 2. An example of packet forwarding.

1 When the protocol is started, say at local time t*, the first
transmission is scheduled uniformly at random in the range
[t* . . . t* + DTB].

R. Beraldi et al. / Ad Hoc Networks 4 (2006) 547–566 551
Fig. 2 shows an example of packet forwarding
from the source node S to destination D, assuming
lookahead L = 1. Hints are reported close to the
generating nodes. Note that node 2 sends the pack-
et to 8, instead of to 3, since the source has already
used the node 3 before.

4.2. Algorithm details

We now describe how the components of our
protocol, namely (i) Hint Computation, (ii) Hint
Gathering and (iii) Packet forwarding, could be
implemented.

4.2.1. Hint computation

Each node i broadcast a heartbeat packet every
DTB s and uses the beacon received from the neigh-
bors to manage a vector of time information, VHi,
which stores the relevant time information for
other potential destinations. In particular, the en-
try for a destination j, say VHi[j], stores: VHi[j] .
tstart, the time when the first heartbeat from j was
detected; VHi[j] . tbrk, the time when the link with
j was broken (this value is 0 if j is currently a neigh-
bor); VHi[j] . tlast, the time of the last heartbeat re-
ceived from j; and VHi[j] .s, the duration of the
link with j. All these values are initialized to 1.

If the node i receives a heartbeat from j at time
t, it sets VHi[j] . tlast = t and, if VHi[j] . tbrk 5 0,
then it sets VHi[j] . tbrk = 0 and VHi[j] . tstart = t.

When i misses M P 1 heartbeats fromj it sets
VHi[j] .s = VHi[j] . tlast � VHi[j] . tstart and VHi[j] .
tbrk = VHi[j] . tlast.
The hint at time t computed by the node j for
the destination d is given by

hjd ¼
0 if VH j½d�.tbrk ¼ 0;
t�VHj½d�.tbrk

VHj½d�.s if 0 < VH j½d�.tbrk <1;
1 otherwise;

8><
>:

where the values in the above computation are the
ones stored in the hint vector at time t.

4.2.2. Hint dissemination

Each node manages a hint table with schema
hDEST,HINT,NEIGH,HOP,GEN,TTLi. A tuple
in the table HTi of a node i, namely
(d,h,n,hop,g,b), indicates that for the destination
d the hint h has been received from the neighbor
node n and that such a hint was generated by the
node g, which is hop hops away from i when using
n as next hop; the tuple has time-to-live b,
0 6 b 6 B. To denote sub-tables, we will use condi-
tions on the attribute of the table. For example,
HTi[DEST = d] represents the sub-table composed
of all entries for the destination d.

Hint dissemination is achieved by broadcasting
control messages, which are carried by beacon
packets. However, if the size of the control infor-
mation does not fit into a single beacon packet
then additional control packets are used.1

For each destination d, the control message
sent by a node i carries L � 1 lists, namely
AL1

d ; . . . ;ALL�1
d as well as its own hint, hid; each list

is composed of a number of triples, say (h,g,b),
where h is a hint, g the generating node and b

the time-to-live of the triple. A tuple (d,h,n,k,g,b)
in HTi produces a triple (h,g,b) in ALk

d if h is
the lowest hint in HTi[NEIGH = n, DEST =
d, HOP = k] and g does not belong to
HTi[DEST = d, HOP < k]. In other words, h is
the best hint generated by a node g, which is reach-
able in k hops through n. The same generating
node can be seen via different neighbors and at dif-
ferent distance. This redundancy is required to
promptly recover from a link breakage and pro-
vides resilience to topological changes. The
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pseudocode code of hint dissemination protocol is
reported in Fig. 3.

When a node i receives a control packet from a
neighbor, say j, it extracts the triple with the lowest
hint from each list ALk

d , say the triple (h,g,b), and
creates (or updates if already present) the entry
(d,h, j,k + 1,g,b) in HTi. Clearly, if a triple with
g = i appears in ALk

d , then it is ignored in the com-
putation. Moreover, if an entry for g is already
present in the table, and g is seen via a different
neighbor, then the distance is used as a measure
of the freshness of the information, i.e., the value
associated to the lowest distance overwrites the
others.

To better understand the update mechanism, let
us consider the Fig. 4; the update process occur-
ring in a static portion of a network is here
sketched for L = 2. To simplify the example, only
the parts of the tables devoted to a given destina-
tion are shown while the time-to-live column is
omitted.

Suppose that all nodes started the dissemination
protocol at the same time with an empty table and,
without loss of generality, that the node 1 sched-
ules the first transmission, then node 2, and so
on. The initial hint computed by a node is depicted
close to the node and, for convenience, its frac-
tional part is assumed to be equal to the id of
the node; e.g., the first node 1 computes the hint
Fig. 3. Pseudocode of h
0.1. For the sake of simplicity we also assume that
the hint increases at steps of 0.01 at every new
computation; e.g., the second time node 1 finds
0.11, the third 0.12 and so on. The first ‘‘round’’
of dissemination ends after all nodes have received
the packets from all neighbors; this is indicated by
a dashed line.

Fig. 4 shows the content of the tables as the
time passes; the entries are the ones calculated
after processing the incoming control packets,
which are indicated by an arrow with the sending
nodes close to it. The updates occurring in a round
are split into two parts if a node receives further
packet after sending its own control packet. For
example, node 2 receives a packet from node 1
and, after sending its own control packet, it re-
ceives other two packets from 4 and 6. Finally,
the entries containing the information sent in a
control packet are drawn in bold; since L = 2 they
all correspond to neighbor nodes.

Let now consider the updating process in more
details. The first control packet is sent by node 1,
which just advices its own hint, namely 0.1. As a
consequence, nodes 2,3 and 6 create the tuple
(n = 1,hop = 1,h = 0.1, g = 1,b = 3) in their ta-
bles. When node 2 sends the packet it includes its
own hint, h = 0.2, and the one received from 1;
the packet is received by nodes 4 and 6; all of them
create a tuple (2,2,0.1,1,3) in their tables. Node 3
int dissemination.



Fig. 4. An example of hint dissemination.

2 According to the maximum size specified in the 802.11g
standard, which is 4095 bytes, in practical terms this means that
in this case only one packet can be used.
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then sends the packet with its hint plus the ones re-
ceived from 1 and 2; the corresponding entries are
created in the tables of node 5. Similarly, node 4
sends a control packet containing its own hint
and the ones received from 2, and so on.

Please note that the packet sent by node 6 con-
tains the first hint generated by 1, i.e., h = 0.1.
Accordingly, when 2 receives the packet, it creates
the entry (6, 2,0.1, 1,3). However, on receiving the
second control packet from 1, which carries the
new hint 0.11, node 2 updates the above tuple to
(6,2,0.11, 1,2).

To evaluate the average number of control bits
sent by a node, let us assume that cd bits are used
to represent the destination�s id, cg bits the gener-
ating node, chop the number of hops, ch the hint,
and cb the time-to-live. To code a list ALk

d we need
ðcd þ chopÞ þ eN � ðch þ cg þ cbÞ bits, and hence the
number of bits required when considering all
nodes and lookahead L is ðN � 1Þ � ðL� 1Þ�
½ðcd þ chopÞ þ eN � ðch þ cg þ cbÞ� bits plus (N �
1) · ch bits for the hint generated by the sending
node itself. As a numerical example, for a network
of N = 100 nodes, assuming eN ¼ 10 nodes (see
[4]), L = 2, cg = cd = 8, cb = chop= and ch = 4 bits,
the �2.1 KB is required.2

4.2.3. Packet forwarding

The pseudo-code of the forwarding algorithm is
reported in Fig. 5. The protocol assumes that each



Fig. 5. The packet forwarding procedure.

Fig. 6. A configuration on a 2H · 2H torus.
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packet is equipped with a vector V of visited
nodes, initialized to 0. Upon receiving the packet
destined to d, a node i determines an ordered list
of possible next-hop nodes (line 1). The order is
determined by the value of the hints, with ties bro-
ken at random (line 2). Then, it tries to forward
the packet to the node at the head of the list (line
5). If the transmission fails then the time informa-
tion associated to the first node, S1, are updated
(7–8) and i can promptly use S2, the second node
of the list; if also this attempt fails, the third node
could be used, and so on, until either the packet is
successfully sent or the list is empty and conse-
quently the packet is dropped. A simple modifica-
tion can be introduced here: before giving up, the
node i could solicit hint gathering from the neigh-
bors, in the hope that a new neighbor is available.

The above forwarding protocol satisfies the
following property.

Property 1. The Hybrid Probabilistic protocol

either delivers a packet to the destination within at

most N � 1 forwarding steps, or it discards the
packet within at most N � 2 forwarding steps.

This property follows from the definition of the
algorithm. Suppose that after N � 2 forwarding
step the packet has neither delivered or discarded.
Since at each forwarding step a new node is
selected, therefore the packet visited N � 1 nodes;
thus, the remaining node is the destination. The
node that is currently holding the packet can per-
form another forwarding steps only if the destina-
tion is its neighbor (in this case a total of N � 1
steps are required to deliver the packet), otherwise
it must discard the packet. Note that the topo-
logy of the network can change during packet
forwarding.
5. Hint–distance correlation

This section describes a discrete-time discrete-
space analytical model for studying the hint–
distance relationship. The model is inspired to
the so called Manhattan-like topology, which is
used to represent a city with major streets running
east–west and north–south. In this topology, the
user can move along either the horizontal or the
vertical direction.

In particular, we will derive the conditional
probability that the distance between two nodes
is k assuming that the time elapsed since they lost
their contact is t. The relative speed is also cap-
tured by the model.

5.1. Model

Consider two mobiles, a and b, that can move
on a 2-D torus with 2H · 2H points (see
Fig. 6(a)). The elementary movements are discrete
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in time. At each time tick a mobile decides either,
with probability a < 1, to remain in the same place
or, with probability b ¼ 1�a

4
, to move to an adja-

cent point.
The relative position of the mobiles at time t is

expressed by a vector of random variables, Dt =
(x,y), where x and y 2 [0, . . . ,H] (recall that the
topology is wrapped). The pair d = (x,y) is called
a configuration (see Fig. 6(a)). The distance norm
is k(x,y)k = x + y.

If d 2 AG{(0, 0),(0, 1),(1, 0)} then we say that a
wireless link between a and b exits or, equivalently,
that the mobiles are neighbors. Thus, two users
communicate directly when they are at distance
at most of one city block from each other.

Let the distance between the mobiles at a ran-
dom instant of time be the r.v. M. The probability
that the distance is k, Pr{M = k}, where
k = 0, . . . , 2H, can be obtained by computing the
ratio between the number of points at distance k

from an arbitrary point on the torus, say N(k),
and the total number of points, 4H2. Clearly,
N(0) = N(2H) = 1. To calculate the other values,
let us consider a lattice with (2H + 1) · (2H + 1)
points, which represents the unfolded version of
the torus, and assume a Cartesian system exits
(see Fig. 7).
(0,5)

(0,0)

(0,-5)

(5,0)(-5,0)

Fig. 7. A 11 · 11 lattice used to compute the number points
(the black ones) at distance 5 from the center.
There are 4k points at distance k > 0 from the
center which lie on the square defined by the
corners (0,±k) and (±k, 0). Thus, for k < H,
N(k) = 4k. For k P H we have to take into ac-
count that in the wrapped version the points
(x,H) and (x,�H), as well as (H,y) and (�H,y),
are actually the same points (thus they have to
be counted as 2 points), while the points (i, j) such
that jij + jjj > H do not exit. Hence

NðkÞ ¼

1 if k ¼ 0 or k ¼ 2H ;

4k 0 < k < H ;

4k � 2 k ¼ H ;

4ð2H � kÞ otherwise.

8>>><
>>>:

The required probability is obtained by dividing
N(k) by the total number of points, 4H2.

PrfM ¼ kg ¼ 1

H 2

1
4

if k ¼ 0 or k ¼ 2H ;

k 0 < k < H ;

H � 1
2

k ¼ H ;

2H � k otherwise.

8>>><
>>>:

ð1Þ

Let us now calculate the conditional probability
of the configuration between the two nodes being
(x,y) assuming that at time k = �1 they were
neighbors and that for all times k, 0 6 k 6 t, they
were not, namely Pr{Dt = (x,y)jD�1 2 A^Di 62 A,
i = 0, . . . , t}. Such a probability will be denoted
as Pc(t,x,y).

Consider the discrete-time Markov chain whose
states correspond to configurations. The states
belonging to A are absorbing states (see Fig. 8).
The figure also sketches the state transitions al-
lowed from two representative states, as detailed
next in this section. The initial state of the chain,
s, belongs to B = {(0, 2), (2, 0), (3, 0), (0, 3), (2, 1),
(1,2), (1,1)}. The set B is composed of the configu-
rations reached after the wireless link between the
mobiles breaks.

If Pr{Xt = (x,y)jX0 = s} is the probability that
at time t the state of the chain is (x,y) assuming
the initial state s, then the ratio

PrfXt ¼ ðx; yÞjX0 ¼ sgP
ði;jÞ62APrfXt ¼ ði; jÞjX0 ¼ sg



d’

d d

d’

ββββ ββββ ββββ ββββ

Fig. 9. Computation of p(1,1).
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Fig. 8. The Markov chain associated to a 12 · 12 torus.
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gives the probability that at time t the state is
(x,y), assuming that (x,y) is not an absorbing state
and that the initial state of the chain was s. This is
also the probability that the configuration of the
two nodes on the torus at time t is (x,y) assuming
that after they broke the link the configuration was
s (i.e., D�1 2 A, and D0 = s) and that they never
met again after such a breakage. Thus, we can
write

P cðt; x; yÞ ¼
X

qss.t.s2B

qs
PrfXt ¼ ðx; yÞjX0 ¼ sgP
ði;jÞ62APrfXt ¼ ði; jÞjX0 ¼ sg ;

ð2Þ

where qs is the probability of the configuration s
being observed after a link breakage.

Let us now return to the definition of the chain.
The state transition probabilities can be conve-
niently written by exploiting the relationship be-
tween two consecutive configurations, d and d 0.
For this purpose, we use the update vector
d = (dx,dy), where dx, dy are integers such that
jdx + dyj 6 2 and jdxj, jdyj 6 2, to determine a
change in the configuration; the relationship can
be written as d 0 = d�Hd = (x�Hdx,y�Hdy), where
the operator �H is defined as
x�Hdx ¼
xþ dx if 0 6 xþ dx 6 H ;

2H � ðxþ dxÞ if xþ dx > H ;

jxþ dxj otherwise.

8><
>:

We associate to the vector d the probability pd with
which it can be generated by two elementary
movements (see Fig. 9). The probability is readily
obtained by thinking one node fixed and the other
one performing two movements per unit of time
and by assuming H =1 and x + y > 2. Hence,

pð0;0Þ ¼ a2 þ 4b2;

pð1;0Þ ¼ pð�1;0Þ ¼ pð0;1Þ ¼ pð0;�1Þ ¼ 2ab;

pð2;0Þ ¼ pð�2;0Þ ¼ pð0;2Þ ¼ pð0;�2Þ ¼ b2;

pð1;1Þ ¼ pð1;�1Þ ¼ pð�1;1Þ ¼ pð�1;�1Þ ¼ 2b2.



0,3

0,2

0,1

0,0

2,1

1,1

1,0

1,2

2,0 3,0

β
β

β2

2

2

2

2

2

2
2

β

2β2β

2β

β

2αβ

2αβ

2αβ

2αβ

Fig. 10. Computing the probability of the initial state.
Fig. 11. Expected distance vs. elapsed time.

Fig. 12. Conditional expected distance vs. elapsed time.
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The probability of transition from state (x,y) to
state (x 0,y 0), P(x,y),(x 0,y 0), is one if (x 0,y 0) = (x,
y) 2 A (these are the absorbing states), and zero
if jx � x 0j + jy � y 0j > 2. For the other cases (i.e.,
jx � x 0j + jy � y 0j 6 2 and (x,y) 62 A):

P ðx;yÞ;ðx0 ;y0Þ ¼
X

8ds.t.ðx;yÞ�H d¼ðx0;y0Þ
pd

As far as the probability qs is concerned, we note
that the probability of observing the configuration
s 2 B after a breakage, namely q0s ¼

: PrfD�1 2 A;
D0 ¼ sg, is given by (see Fig. 10):

q0ð2;0Þ ¼ q0ð0;2Þ ¼ PrfM ¼ 0gb2 þ PrfM ¼ 1g
2

2ab;

q0ð1;1Þ ¼ PrfM ¼ 0g4abPrfM ¼ 0g þ 2b2;

q0ð3;0Þ ¼ q0ð0;3Þ ¼
PrfM ¼ 1g

2
b2;

q0ð1;2Þ ¼ q0ð2;1Þ ¼
PrfM ¼ 1g

2
3b2

from which, normalizing, we obtain qs ¼
q0sP
z2B

q0z
.

Pc can now be obtained by solving the chain and
using (2).

5.2. Numerical results

We now give some numerical result assuming
H = 25. Fig. 11 shows the probability that, after
t time units the link between the mobile was bro-
ken, the distance between the mobiles is k, namelyP

xþy¼kP cðt; x; yÞ. The curves are calculated for
a = 0 and for t = 10,20, . . . , 90,1000. For a large
t such a distribution approaches the distribution
of M, see Eq. (1). We can see that for small values
of t there is a high probability that the mobiles are
close to each other.

Fig. 12 plots the average distance of the two
mobiles assuming t units from the link breakage
are elapsed. The probability that does not move,
a, is given as a parameter and takes on the values
0,0.2, 0.6,0.8. Note that a determines the relative
speed of the mobiles. The average value increases
with time and approaches the average distance ob-
served at a random time between the mobiles. The
time interval during which an appreciable differ-
ence between these two distances exists can be
taken as a measure of the lifetime of the hint–dis-
tance correlation. The shortest duration is clearly
achieved when a = 0, since at each time tick a mo-
bile changes its position.



Fig. 13. Empirical conditional expected distance vs. elapsed time since the last contact (left), and elapsed time (right).
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In the left part of Fig. 13 we report the empiri-
cal conditional expected euclidian distance of a
node from the destination given the elapsed time
since the last contact with the destination. The
same quantity as a function of the hint is reported
in the right. The values were estimated by simulat-
ing two nodes moving into an a square area with
P opt ¼
P
ðx1;y1Þ;ðx2;y2Þ2ZLðdjÞ;kðx1;y1Þk<kðx2;y2ÞkP cðt1; x1; y1ÞP cðt1 þ DT ; x2; y2ÞP

ðx1;y1Þ;ðx2;y2Þ2ZLðdjÞP cðt1; x1; y1ÞP cðt1 þ DT ; x2; y2Þ
;

edge 1.5 km according to the Random Waypoint
mobility model [13] with zero pause time, mini-
mum speed 1 m/s and maximum speed 20 m/s.
The destination node sent a beacon every 250 ms.
The duration of the simulation was 500,000 s. It
can be clearly seen how both relationships follow
a shape similar to the one found in our model.3

Consider now the case of several mobiles mov-
ing independently on the torus. One of them plays
the role of target mobile, say dest, while the other
ones are interested in delivery messages to it. Each
mobile i registers the time since it has most recently
seen the target in a local variable, say ti.

Suppose that the configuration of a node j w.r.t.
dest is dj and that j needs to forward a packet des-
3 In a preliminary simulation study, we have also considered
the time since the last contact of a node with the destination as
hints. However, the performance results were worst than when
using our current definition.
tined to dest. Further assume that j can decide
among two nodes, say n1 and n2 whose times are
t1 and t2 = t1 + DT. What is the probability, say
Popt, that n1 is closer than n2 to the destination?
This value tell us the probability that the node pro-
viding the lowest elapsed time is the correct choice.
We have
where ZL(dj) is the set of points of the torus at dis-
tance less than or equal to L from j.

Fig. 14 shows such a probability for the config-
uration of dj = (5, 5) and L = 2. The probability
that n1 is the correct choice increases with DT

and as t1 decreases. The figure also reports the
probability for a random selection. Fig. 15 shows
such a probability as a function of L. The value
of the probability of a random choice is also
reported.

Although the model studied above is simple, we
guess that it is able to capture some general prop-
erties of a mobile environment and hence used to
derive some general principles. If t1 and s1 (t2

and s2) are the time information of the node
n1(n2) w.r.t. a target node, then we can assume
that, on the average, the probability that n1 is
closer than n2 to the target is higher than the one
associated to a random choice between the two
nodes when:



Fig. 15. Probability that n1 is closer than n2, given that t1 = 5
and t2 = 105, as a function of L; t1 = 5, t2 = 105.

Fig. 14. Probability n1 is closer than n2, given t2 = t1 + DT.
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• t1 is lower than a critical value T* (time-space
correlation is still valid),

• s1 � s2 � 0 (the duration of wireless link was
almost the same),

• and t2 � t1 > 0 (n1 has seen the target more
recently than n2).

Moreover, such a difference increases if: (i) t1

decreases; (ii) t2 � t1 and/or s1 � s2 increase; (iii)
the lookahead L increases.
6. Simulation

To asses the performance of the proposed pro-
tocol we have developed a discrete event simula-
tion tool, which we used to study the Hint Based
Protocol with lookahead L = k, HP-k, for
k = 0,1, . . . , 3. The case L = 0 corresponds to a
random walk and is used to validate the effective-
ness of the hint mechanism. Hints are advertised
every DT = 0.5 s, while a = 1.5 and B = 2.

HP-k has been compared against an implemen-
tation of the AODV protocol. In the AODV pro-
tocol we have considered, a node floods the
network with a Route REQuest (RREQ) packet
for a destination node d when it determines that
it needs a route to it. Each node retransmits all
packets seen for the first time and, in this cases,
sets a backward path to s. When the RREQ packet
reaches the destination, a Route REPply (RREP)
packet is sent back to the source along the back-
ward path. Each node that participates in forward-
ing the RREP back to the originator of the
request, the node s, creates a forward route to d.
If not used, backward paths are deleted after a
time-out of 3 s. If a RREP packet is not received
within 3 s, a new discovery is initiated. The num-
ber of attempts before giving up is 3. When a node
of an established path cannot forward a data pack-
et, it sends a Route ERRor (RERR) packet back
to the source, which then triggers a new route
discovery.

6.1. Simulation model

6.1.1. Transmission primitives
Packet transmissions are governed by an ideal

scheduler. A FIFO buffer of 20 packets in size is
used at each node. A broadcast packet is served
(i.e., initiated) after the channel is free for a Ran-
dom Assessment Delay (RAD) randomly chosen
in the range [0 . . .500] ms. The transmission radius
is R = 250 m. A packet reception is notified to a
sender�s neighbor provided that it remained for
the whole duration of the transmission within the
transmission range and such that no collisions with
other transmissions occurred in the meanwhile.

The transmission of a new unicast packet is
initiated only if it does not collide with others.
The reception of the packet is notified if the
sender-receiver distance is less than R for the
whole duration of the transmission. At the end
of the transmission, the scheduler checks whenever
other packets awaiting in the sending buffers can
be served.



Table 1
Default simulation parameters

Parameter Values

Simulation time 1500 [s]
Number of nodes 120
Node speed�s range [1 . . .vmax] [m/s]
Max speed, vmax 20 [m/s]
Pause time 0
Transmission radius, R 250 [m]
Look-ahead zone, L 0–3 [hops]
Message transmission rate 5 [msg/s]
Number of CBR sources 10
Message length 512 [bytes]
Transmission speed 11.0 [Mbps]
Random assessment delay [0 . . .500] [ms]
Sending buffer 20 [packets]
Update interval, DTB 500 [ms]
Time-to-live, B 2
Allowed number of missed heartbeats, M 1
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The time required to detect a link breakage is
simulated by considering a typical retransmission
mechanism with exponential back-off. If the desti-
nation of a packet moves out of the range, the sen-
der is notified with a transmission failure after
50Tls, where T is the sum of seven random vari-
ables such that the ith r.v. takes on a value in
the range 0 . . .2i. The nominal transmission speed
is 11 Mbps.

We guess that such a simplified model captures
the main behavior of a typical wireless link layer,
while avoiding to bind the results to a specific
implementation.

6.1.2. Mobility

Nodes can move into a square shaped region of
edge E km according to the Random Waypoint
mobility model with zero pause time (see [13]).
The default value is E = 1.5 km. At the beginning
of the simulation nodes are placed uniformly at
random in the region. Each node then selects a
new point and travels towards it at a con-
stant speed, which is chosen in the range
[1 . . .vmax] m/s uniformly at random. When the
node arrives at the destination, it repeats the same
behavior.

6.1.3. Traffic

Packets are generated by Constant Bit Rate
(CBR) sources at the rate of 5 packets/s and are
512 bytes in length. A source always sends packets
to the same destination. The default number of
sources is ten. The following table reports the sim-
ulation�s parameters (see Table 1).

6.2. Performance metrics

The following metrics were estimated during a
simulation:

• Delivery probability, ratio of the number of
data packets delivered to the destinations to
those generated by the traffic sources.

• Normalized overhead, ratio of the number of
control packets to the number of data packets
delivered to the destinations. For packets sent
over multiple hops each single hop is counted
as one transmission.
• Average path length, given in number of hops.
• End to end packet delay, the time elapsed from

when a packet is generated by the source until it
is delivered to the destination.

A warm up period of 200 s was used before col-
lecting statistical data.
6.3. Simulation results

6.3.1. Varying the speed

We first analyze the performance as a function of
the maximum speed (see Fig. 16). Please note that by
increasing the maximum velocity, vmax, both the
mean and the variance of the nodes� speed increase.

Delivery probability. In AODV the probability
to deliver a packet decreases as vmax is increased,
since an increase in the velocity implies a shorter
duration of paths. Two main opposite aspects
determine the delivery probability of the HP pro-
tocols. On one hand, a high speed helps nodes to
come in contact with each other; thus, the proba-
bility that a neighbor has a valid hint for the des-
tination increases with the speed. On the other
hand, as the speed increases the validity of the cor-
relation is shortened. This explain why initially the
delivery probability increases and then decreases.
Note that the delivery probability is much lower
if hints are ignored (see curve HP0); this validates
hints as a useful means to track a destination node.
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Fig. 16. Performance as a function of the speed.
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Normalized overhead. The overhead generated
by AODV increases with mobility as a conse-
quence of the shorter paths� lifetime, see Fig. 16.
On the contrary, the overhead of the Hint Protocol
is almost independent from the speed, since it is
generated periodically and the number of delivered
packets decreases slightly with the speed; thus, the
difference with AODV increases remarkably with
the speed.

Number of hops and delay. In AODV a path is
used until it breaks. Thus, even if due to a move-
ment a shorter path is created, such a path will
not be used until a new discovery is triggered.
The need to discover a path increases with the
mobility; hence, the probability that we are using
a path longer than the optimal one is lower under
high mobility than under low mobility. On the
other hand, when the mobility is increased, paths
have shorter lifetimes. This explain why the dis-
tance in number of hops first decreases and then
it increases.

A similar behavior is also observed for HP. In
this case, the value of the distance is determined
by the two opposite effects previously mentioned
for the delivery probability. On one hand, as the
speed is increased nodes come in contact with
each other more often, and this facilitates hint gath-
ering. Moreover, the validity of the hint–distance
correlation is shortened under high mobility.

Note that while the path length of HP1 is con-
siderably longer than AODV�s one, under HP2
such a difference is much lower. The length
found by HP0, not reported in the figure, was
�15 hops.
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The end to end delay reveals an opposite behav-
ior w.r.t. the number of hops; the AODV protocol
is characterized by a much higher latency com-
pared to our proposal. The delay is clearly
expected to increase with the maximum speed since
the number of route requests increases. However, a
deeper understanding is learned by looking at the
traces reported in Fig. 17, which refer to L = 2
and vmax = 20 m/s. We observed that in AODV
the route reply packet sent back to the source is
occasionally lost and consequently the new discov-
ery is triggered only after the time-out, which was
set to 3 s. During this period the newly generated
packets are buffered at the sending node and thus
experience a very long delay. Such abrupt varia-
tions are much smoother in our approach. In our
case the ‘‘spikes’’ are only due time required to de-
tect a link breakage.

6.3.2. Varying the number of sources

In this set of experiments we have studied how
the number of sources affects the performance
metrics. Results are summarized in the plots
reported in Fig. 18.

Delivery probability. The probability to deliver a
packet is practically independent from the number
of sources. The reason is that we are working out-
side the congestion region, i.e., the cause of a pack-
et loss is a link breakage in AODV or the lack of
new chances in HP; packets were never lost due
to a buffer overflow.

Normalized overhead. In AODV the normalized
overhead increases with the number of sources,
while it decreases when HP is used. This can be
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Fig. 17. Simulation trace of AODV (left) a
easily explained by considering that in AODV a
higher number of sources means that a higher
number of route discoveries needs to be initiated
in the network (recall that in our experiments the
source-destination pairs are all disjoints). On the
contrary, in HP the number of control packets is
constant and independent from the number of
sources or destinations; thus, the average number
of control packets per delivered packet, i.e. the
normalized overhead, decreases if the number of
delivered packets increases.

Number of hops and packet delay. By increasing
the number of sources, the average traffic being
processed by a node increases. As a consequence,
a packet experiences a longer delay at each node
because a longer time is required to access to the
channel and since the average queue size at the
sending buffer increases. Thus, the duration of
the whole forwarding process is increased too.
During such a time interval a shorter path between
the source and the destination can be formed, but
the packet being forwarded cannot exploit it. This
explain way the number of hops increases. Accord-
ingly, the average packet delay also increases with
the number of sources.

6.3.3. Varying the number of nodes, fixed

fraction of sources

The aim of this set of experiments was to inves-
tigate the scalability of the protocol w.r.t. the num-
ber of nodes (see Fig. 19). The area of the region
was also increased to assure the same node density;
hence, the diameter of the network, i.e. the maxi-
mum number of hops, increased too. The per-
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nd HP2 (right), L = 2, vmax = 20 m/s.
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Fig. 18. Performance as a function of the number of sources.
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centage of the source-destination pairs respect to
the total number of nodes is kept constant to 10%.

Delivery probability. The delivery probability of
AODV decreases as a consequence of the shorter
path�s lifetime, which is in turn due to the higher
number of hops. We can observe how HP1 rapidly
deteriorates its delivery performance. When the
diameter of the network is increased, in fact, hints
gathered with such a small lookahead are very
likely to provide no valid information, i.e., the
probability that a node is closer than another is
independent from their hints. Increasing the look-
ahead to L = 2, however, improves the perfor-
mance considerably. For example, for N = 480
nodes the probability to deliver increases from
0.74 if L = 1 to 0.98 for L = 2. Clearly, L = 3
provided the highest delivery probability.
Normalized overhead. The normalized overhead
measured in AODV increases with the number of
nodes since the number of sources, and thus the
number of path discoveries, as well as the cost of
a single discovery increases with N. In the HP
protocol when the number of nodes is increased
the cost of disseminating hints increases, since a
single packet cannot carries all the hints. For
example, in the experiment with N = 480 nodes,
5 control packets were used on the average. More-
over, for HP1 the reduced delivery probability seen
is another reason of the increase in the overhead.
Nevertheless, the overhead was always lower than
the AODV�s one.

Number of hops and delay. The average number
of hops increases with the number of nodes since
the simulated area is also increased to keep the
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node density constant. The increase in the num-
ber of hops is moderate in AODV and much
more evident when the HP protocols are used,
especially for L = 1. In this case, in fact, the
hints are able to ‘‘push’’ packets towards the
destination only when the distance of the packet
from the destination is small. In the other cases,
a packet is basically forwarded at random since
the hint–distance correlation is no more valid.
Clearly, an increase in the lookahead provides
nodes with much more valid hints; then a reduc-
tion in the number of hops can be observed.
However, as far the delay is concerned the
HP protocol is again able to provide a much
shorter value. Moreover, while the delay highly
increases in AODV, the HP protocols are much
less sensitive to the increase in the network�s
diameter.
6.4. Varying the update rate

Finally, we have conducted a set of experiments
aiming at measuring the impact of DTB on the per-
formance. In these simulations L = 1 and
vmax = 20. In general, the control overhead is in-
versely proportional to (DTB); thus, small values
of DTB produce a very high overhead. However,
we found that small values are not necessary to
achieve good delivery performance. For example,
for DTB varied in the range 100 ms . . .2.5 s, the
delivery probability does not change while the
number of hops increases smoothly. Clearly, if
DTB is high a node needs to perform several
attempts before forwarding a packet, and this
produces additional layer 2 control packets.
Overall, DTB = 500 ms can be considered a good
compromise.
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7. Conclusion

This paper proposed a probabilistic protocol
for unicast packet delivery in mobile ad hoc net-
works. Instead of using pre-computed paths, pack-
et forwarding is driven by the meta-information
(hints) a node gathers from the neighbors located
within a small number L of hops (the protocol�s
lookahead) from itself.

We have shown through simulations that a
small lookahead can result in a very good compro-
mise between the delivery performance and
the number of control packets. The paper also
reported an analytical model for studying the
hint–distance correlation. This approach can be
extended to other communication paradigms, like
multi-casting, or dynamic group communications.
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